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1. Introduction.-It is our main purpose to outline a proof of the following
theorem, for which only the necessity of condition (1.4) has previously been proved.
It has long been suspected that (1.4) is not sufficient.
THEOREM 1. In order that each entire function f(z) satisfying the conditions

f(z) = 0(1)eTlzl for some T < X, (1.1)
f(iy) = 0(1)eclyl for some c < x, (1.2)
f(n) = 0 for each n in A, (1.3)

vanish identically, it is necessary and sufficient that

D(A) = 1, (1.4)

where D(A) is the upper density of the set A.
The upper density D(A) is defined as usual by the formula

D(A) = lim sup , (1.5)

where A (t) is the number of integers n in A such that 0 < n < t. Theorem 1 pro-
vides an optimal extension of a fundamental theorem of Carlson which states that
if f(z) is an entire function satisfying (1.1) and (1.2) and if f(n) = 0 for each positive
integer n, then f(z) = 0. W. H. J. Fuchs' has obtained a necessary and sufficient
condition that each function f(z) regular in the right half-plane and satisfying
(1.1), (1.2), and- (1.3) vanish identically. His condition is different from ours, so
that there exists a set A of positive integers satisfying (1.4) but not Fuchs's condi-
tion.
Our proof of Theorem 1 will depend upon DL(A), a modified logarithmic density

of A, which is defined by

I z 1
DL(A) = inf lim sup (1.6)

x>1 x-+00 logX n=fn

In (1.6) and formulas which follow, a star on a E indicates that the index of sum-
mation is restricted to lie in A. We prove
THEOREM 2. Theorem 1 remains valid if we replace (1.4) by the condition DL(A) =

1.
THEOREM 3. For any set A ofpositive integers, D(A) = 1 ifand only if DL(A) = 1.
Theorem 1 then follows from Theorems 2 and 3.
2. Proof of the Sufficiency of the Condition DL(A) = 1.-We now assume that

DL(A) = 1 and prove that each entire function satisfying (1.1), (1.2), and (1.3)
must vanish identically. Suppose, on the contrary, that there exists an entire
function f(z) satisfying (1.1), (1.2), and (1.3) for which f(z) P 0. There is no loss
of generality in assuming that f(O) = 1. Let the zeros of f(z) be denoted by zi,
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02 . . ., where zn = r. exp (iOn). A modification of Carleman's theorem yields
the inequality

< (Xt)-2 E rn + 1 log If(Xte') cos 0 do - -
n=t n rn<)t TXt -w/2 Irt Jr/2

log If(te') I cos 0 dO + 4 f y-2 - (Xt)-2} log f(iy)f(-iy) dy +

1
2

It-2 - (Xt)-21 log If(iy)f(_iy)l dy= El + j1 J J (2.1)

Known techniques2 yield the estimates Ei < K, fi < K, f2 > -K, f3 <
(c/r) log X + K, f4 < K. HereK = K(c, r, t) is independent of X and is bounded
for large t. Applying these estimates to (2.1) and letting first t and then X approach
infinity, we see that DL(A) < (c/r) < 1, contradicting our hypothesis.

3. Proof of the Necessity of the Condition DL(A) = 1.-We now assume that each
entire function f(z) satisfying (1.1), (1.2), and (1.3) vanishes identically, and prove
that DL(A) = 1. Suppose, on the contrary, that DL(A) < 1. We prove the follow-
ing lemma.
LEMMA 1. IfDL(A) < 1, then D(A) < 1.
To prove this lemma, we choose a number t for which DL(A) < yt < 1. We may

choose a number X > 1 and then a numberM > 0, so that

I* -< logX fort>M. (3.1)
n=t n

We shall prove that

D(A) X- < (3.2)
X - 1

Let t > M, and put t = aX7i, where M < a < XM and p is a nonnegative integer.
p-1

Put Bk = A(aXk+l) - A(aXk I k = O 1 ....,p- 1, so that A(t) < a+ Z
k=O

Bk. Using (3.1) to estimate the Bk, we find that
acx +I 1 axk+l 1 aXk+l

It'logX > * -.> -.l21oga~~Gxk n aXk+1_B. n ak+ Bk + 2

which implies that Bk < 2 + akXk+l {1 - X-}, A(t) = A(aXv) < aI1 - -*}
X(X' - 1)/(X - 1) + a + 2p, and hence that (3.2) holds. This completes the proof
of the lemma.
The conclusion D(A) < 1 implies3 that the functionfA(z), defined by

/Z2\
fA(Z) =II 1 2)2MA\ n2

satisfies (1.1), (1.2), and (1.3) and therefore violates our hypothesis, establishing
the necessity of the condition DL(A) = 1.

4. Proof of Theorems 1 and 3.-We can now complete the proofs of Theorems
1 and 3 by proving Theorem 3. First, suppose that D(A) = 1. Then Lemma 1
implies that DL(A) = 1. Suppose, next, that DL(A) = 1. Then each entire func-
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tion satisfying (1.1), (1.2), and (1.3) must vanish identically. But if D(A) < 1,
then the function fA(z) above satisfies (1.1), (1.2), and (1.3), and the condition
fA(O) = 1. Hence D(A) = 1. This completes the proofs of the theorems.

' J. LondonMath. Soc., 21, 106-110, 1946.
2 The estimates for fJ, fa, and f4 follow easily from (1.1) and (1.2). The key steps in esti-

mating 21 and f2 may be found in R. P. Boas, Jr., Entire Function (New York, 1954), pp. 16, 31.
3 R. C. Buck, Duke Math. J., 13, 345-349, 1946.


